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Abstract

We show how solutionconceptsin gamessuchas
Nashequilibrium,correlatedequilibrium,rational-
izability, andsequentialequilibrium can be given
a uniform definition in termsof knowledge-based
programs. Intuitively, all solutionconceptsareim-
plementationsof two knowledge-basedprograms,
one appropriatefor gamesrepresentedin normal
form, theotherfor gamesrepresentedin extensive
form. Theseknowledge-basedprogramscan be
viewed asembodyingrationality. The representa-
tion workseven if (a) informationsetsdo not cap-
ture an agent’s knowledge, (b) uncertaintyis not
representedby probability, or (c) the underlying
gameis not commonknowledge.

1 Introduction
Gametheoristsrepresentgamesin two standardways: in
normal form, whereeachagentsimply choosesa strategy,
and in extensiveform, using gametrees,where the agents
make choicesover time. An extensive-form representation
hasthe advantagethat it describesthe dynamicstructureof
the game—itexplicitly representsthe sequenceof decision
problemsencounteredby agents. However, the extensive-
form representationpurportsto do more than just describe
the structureof the game; it also attemptsto representthe
informationthat playershave in the game,by the useof in-
formationsets. Intuitively, an informationset consistsof a
set of nodesin the gametree wherea player hasthe same
information. However, as Halpern[1997] haspointedout,
informationsetsmay not adequatelyrepresenta player’s in-
formation.

Halpern makes this point by consideringthe following
single-agentgameof imperfectrecall,originally presentedby
PiccioneandRubinstein[1997]: Thegamestartswith nature
moving either left or right, eachwith probability
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Figure1: A gameof imperfectrecall.

agentcantheneitherstopthegame(playingmove � ) andget
a payoff of 2, or continue,by playingmove � . If hecontin-
ues,hegetsa high payoff if hematchesnature’smove,anda
low payoff otherwise.Althoughheoriginally knowsnature’s
move, the informationsetthat includesthenodeslabeled�	�
and �	
 is intendedto indicatethat theplayerforgetswhether
naturemovedleft or right aftermoving � . Intuitively, when
he is at the informationset � , the agentis not supposedto
know whetherheis at � � or at � 
 .

It is not hardto show that thestrategy thatmaximizesex-
pectedutility choosesmove � at node �� , move � at node��� , andmove � at theinformationset � consistingof �	� and�	
 . Call this strategy � . Let �	� be the strategy of choosing
move � at ��� , move � at �	� , andmove � at � . Piccioneand
Rubinsteinarguethatif node��� is reached,theplayershould
reconsider, anddecideto switch from � to �	� . As Halpern
pointsout, this is indeedtrue,providedthattheplayerknows
at eachstageof thegamewhatstrategy heis currentlyusing.
However, in that case,if the player is using � at the infor-
mation set, then he knows that he is at node � 
 ; if he has
switchedandis using �	� , thenheknows thathe is at �	� . So,
in thissetting,it is no longerthecasethattheplayerdoesnot
know whetherheis at �	� or �	
 in theinformationset;hecan
infer which stateheis at from thestrategy heis using.

In gametheory, astrategy is takento beafunctionfrom in-
formationsetsto movesTheintuition behindthisis that,since



anagentcannottell thenodesin an informationsetapart,he
must� do thesamething at all thesenodes.But this example
shows that if the agenthasimperfectrecall but can switch
strategies, thenhe canarrangeto do different thingsat dif-
ferentnodesin thesameinformationset.As Halpern[1997]
observes,‘ “situationsthat[anagent]cannotdistinguish”and
“nodesin thesameinformationset” maybetwo quitediffer-
entnotions.’ He suggestsusingthegametreeto describethe
structureof thegame,andusingtherunsandsystemsframe-
work [Faginetal., 1995] to describetheagent’s information.
The ideais that an agenthasan internal local statethat de-
scribesall the informationthathehas. A strategy (or proto-
col in thelanguageof [Faginet al., 1995]) is a functionfrom
local statesto actions. Protocolscapturethe intuition that
whatanagentdoescandependonly whatheknows.But now
anagent’s knowledgeis representedby its local state,not by
aninformationset. Differentassumptionsaboutwhatagents
know (for example,whetherthey know their currentstrate-
gies)arecapturedby runningthe sameprotocol in different
contexts. If the information setsappropriatelyrepresentan
agent’sknowledgein agame,thenwecanidentify localstates
with informationsets.But, astheexampleabove shows, we
cannotdo this in general.

A numberof solution conceptshave beenconsideredin
the game-theoryliterature, ranging from Nash equilibrium
and correlatedequilibrium to refinementsof Nashequilib-
rium suchassequentialequilibriumandweakernotionssuch
asrationalizability.1 Thefact thatgametreesrepresentboth
the gameandthe players’informationhasprovedcritical in
definingsolutionconceptsin extensive-formgames.Canwe
still representsolution conceptsin a usefulway using runs
andsystemsto representaplayer’s information?As weshow
here,not only canwe do this, but we cando it in a way that
givesdeeperinsight into solutionconcepts. Indeed,all the
standardsolutionconceptsin theliteraturecanbeunderstood
asinstancesof asingleknowledge-based(kb)program[Fagin
et al., 1995;1997], which capturesthe underlyingintuition
thata playershouldmake a bestresponse,givenherbeliefs.
Thedifferencesbetweensolutionconceptsarisefrom running
thekb programin differentcontexts.

In a kb program,a player’s actionsdependexplicitly on
the player’s knowledge. For example,a kb programcould
haveatestthatsays“If youdon’t know thatAnn receivedthe
information,thensendhera message”,which canbewritten� ������� � ��� �! " # " $ % " &'$ � ( ) *�+ ,�- .0/ " � &!��� �21�32" / / 1 4 " 5
This kb programhasthe form of a standardif . . . then state-
ment,exceptthatthetestin theif clauseis ateston 6 ’sknowl-
edge(expressedusingthe modaloperator

���
for belief; see

Section2 for adiscussionof theuseof knowledgevs.belief).
Usingsuchtestsfor knowledgeallowsusto abstractaway

from low-level detailsof how theknowledgeis obtained.Kb
programshave beenappliedto a numberof problemsin the
computerscienceliterature(see[Fagin et al., 1995] andthe

1We assumethat the readeris familiar with standardsolution
conceptssuchascorrelatedequilibrium,perfectequilibrium,andse-
quentialequilibrium,aswell asthenotionof perfectrecallin games.
Theformaldefinitionscanin any standardgametheorytext, suchas
[OsborneandRubinstein,1994].

referencestherein). We want to applykb programto under-
standsolution concepts. Roughly speaking,we want a kb
programthat saysthat if player 6 believesthat sheis about
to do move 7 (which we expressusingthe formula 8 9 � � 7 * ),
andshebelieves that shewould not do any betterwith an-
othermove, thensheshouldindeedgo aheadanddo 7 . This
testcanbeviewedasembodyingrationality. Thereis a sub-
tlety in expressingthestatement“shewouldnotdoany better
with anothermove”. We expressthis by saying“if her ex-
pectedutility, giventhat shedoesmove 7 , is : , thenherex-
pectedutility if shewereto do move 7 ; is at most : .” The
“if shewere to do 7 ; ” is a counterfactualstatement. She
is planningto do 7 , but is contemplatingwhat would hap-
pen if she were to do somethingcounter to fact, namely,7 ; . Counterfactualshave beenthe subjectof intensestudy
in thephilosophyliterature(see,for example,[Lewis, 1973;
Stalnaker, 1968]) and,morerecently, in thegametheorylit-
erature(see,for example, [Aumann,1995; Halpern,2001;
Samet,1996]). We write the counterfactual“If < were the
casethen

�
wouldbetrue” as“ <>= � ”. Althoughthisstate-

ment involvesan “if . . . then”, the semanticsof the counter-
factualimplication <>= � is quitedifferentfrom thematerial
implication <>? � . In particular, while <>? � is trueif <
is false,<@= � might not be.

With this background,considerthe following kb program
for player 6 . In theprogram,we use ACB � to denote6 ’s possi-
blemoves.For anormal-formgameD , ACB � is E � � D * , theset
of purestrategiesfor player 6 in D . If D is anextensive-form
game,thenatahistory F where6 is to move, ACB � consistsof
all themovesavailableto 6 afterhistory F .� G	H�- I	J ,032) % "CK'L ACB ��MG� ����� � 8 9 � � K *�N2O : � � PRQS�T : * ?UWV X Y Z [!\ � 8 9 � � K ; * = � PCQ��R] : * * * *�+ ,- .WK 5

This kb programis meantto capturethe intuition above.
Intuitively, it saysthat if player 6 believesthat sheis about
to do move 7 and, if her expectedutility is : , then if she
wereto do anothermove 7 ; , thenherexpectedutility would
beno greaterthan : , thensheshoulddo 7 . Call this kb pro-
gram ^!_!` (with theindividual instancefor player 6 denoted
by ^'_ `� ).2 As we show, if all playersfollow ^'_ ` , then
they endup playing sometype of equilibrium. Which type
of equilibrium they play dependson the context. We start
by consideringnormal-formgames,where,aswe said, ACB �
consistsof thesetof purestrategiesfor player 6 . If theplayers
have a commonprior on the joint strategiesbeingused,and
this commonprior is suchthat players’beliefsare indepen-
dentof thestrategiesthey use,thenthey play a Nashequilib-
rium. Without this independenceassumption,we get a cor-
relatedequilibrium. On the otherhand,if playershave pos-
sibly differentpriors on the spaceof strategies,thenthis kb
programdefinesrationalizablestrategies [Bernheim,1984;
Pearce,1984]. Using a characterizationdue to Halpern
[2006], we canshow that if their prior is describedby a non-
standardprobabilitydistributionandwe ignorewhathappens

2Note that, althoughthe notationdoesnot emphasizeit, abdc
dependson e ; in the caseof an extensive-form game, abfc also
dependson thecurrenthistoryin thegame.



onasetof infinitesimalprobability, thiskb programdefinesa
(trembling-hand)g perfectequilibrium[Selten,1975].

With extensive-form games,we show that againusing a
nonstandardprior, h!i definesboth perfectequilibrium and
sequentialequilibrium [KrepsandWilson, 1982]. The dif-
ferencebetweenthemis whetherwe interpret jCk�l!mon as
meaningthat the exact expectedutility of doing move p isn , or just the standardpart of the utility is n . (Essentially,
this amountsto askingwhethern rangesover thestandardor
nonstandardrealnumbers.)However, it is importantto note
that for h'i to definea sequentialor perfectequilibrium,we
needto assumethatinformationsetsdo correctlydescribean
agent’s knowledgeandthat thegameis oneof perfectrecall.
If we drop this assumption,we candistinguishbetweenthe
two equilibriafor thegamedescribedin Figure1.

All thesesolutionconceptsarebasedon expectedutility.
But we can also considersolution conceptsbasedon other
decisionrules. For example, Boutilier and Hyafil [2004]
considerminimax-regret equilibria, whereeachplayer uses
astrategy thatis abest-responsein aminimax-regretsenseto
thechoicesof theotherplayers.Similarly, we canusemax-
imin equilibria [AghassiandBertsimas,2006]. As pointed
out by Chu andHalpern[2003], all thesedecisionrulescan
be viewed as instancesof a generalizednotion of expected
utility, whereuncertaintyis representedby aplausibilitymea-
sure, a generalizationof a probability measure,utilities are
elementsof an arbitrarypartially orderedspace,andplausi-
bilities andutilities arecombinedusing q and r , generaliza-
tionsof s and t . Weshow in thefull paperthat,justby inter-
preting“ jRk�l�mvu ” appropriately, we cancapturethesemore
exotic solutionconceptsaswell. Moreover, we cancapture
solutionconceptsin gameswherethegameitself is not com-
monknowledge,or whereagentsarenot awareof all moves
available,asdiscussedby HalpernandRêgo[2006].

Our approachthusprovidesa powerful tool for represent-
ing solution concepts,which works even if (a) information
setsdo not capturean agent’s knowledge,(b) uncertaintyis
not representedby probability, or (c) theunderlyinggameis
not commonknowledge.

The rest of this paperis organizedas follows. In Sec-
tion2,wereview therelevantbackgroundongametheoryand
knowledge-basedprograms.In Section3, weshow that h!i!w
and h'i!w characterizeNashequilibrium,correlatedequilib-
rium, rationalizability, andsequentialequilibrium in a gamex

in theappropriatecontexts. We concludein Section4 with
a discussionof how our resultscompareto othercharacteri-
zationsof solutionconcepts.

2 Background

In this section,we review therelevantbackgroundon games
andknowledge-basedprograms.We describeonly what we
needfor provingourresults.Thereaderis encouragedto con-
sult [OsborneandRubinstein,1994] for moreon gamethe-
ory, [Faginet al., 1995;1997] for moreon knowledge-based
programswithout counterfactuals,and[HalpernandMoses,
2004] for more on adding counterfactualsto knowledge-
basedprograms.

2.1 Games and Strategies
A gamein extensiveform is describedby a gametree.Asso-
ciatedwith eachnon-leafnodeor historyis eithera player—
the playerwhosemove it is at that node—ornature(which
canmake a randomizedmove). The nodeswherea player y
movesarefurtherpartitionedinto informationsets. With each
runor maximalhistory z in thegametreeandplayer y wecan
associatey ’s utility, denotedu	l { z	| , if that run is played. A
strategy for player y is a (possiblyrandomized)functionfromy ’s information setsto moves. Thusa strategy for player y
tells player y whatto do at eachnodein thegametreewherey is supposedto move. Intuitively, at all thenodesthatplayery cannottell apart,player y mustdo the samething. A joint
strategy }~ m@{ ~� � � � � � ~�� | for theplayersdeterminesadistri-
bution overpathsin thegametree.A normal-formgamecan
beviewedasaspecialcaseof anextensive-formgamewhere
eachplayermakesonly onemove, andall playersmove si-
multaneously.

2.2 Protocols, Systems, and Contexts
To explain kb programs,we mustfirst describestandardpro-
tocols.Weassumethat,atany givenpoint in time,aplayerin
a gameis in somelocal state. The local statecould include
the history of the gameup to this point, the strategy being
usedby the player, and perhapssomeother featuresof the
player’s type,suchasbeliefsaboutthestrategiesbeingused
by otherplayers.A globalstateis a tupleconsistingof a local
statefor eachplayer.

A protocol for player y is a function from player y ’s lo-
cal statesto actions. For easeof exposition, we consider
only deterministicprotocols,althoughit is relatively straight-
forward to model randomizedprotocols—correspondingto
mixed strategies—asfunctionsfrom local statesto distribu-
tionsoveractions.Althoughwe restrictto deterministicpro-
tocols,we dealwith mixedstrategiesby consideringdistrib-
utionsoverpurestrategies.

A run is a sequenceof global states;formally, a run is
a function from times to global states. Thus, � { ��| is the
global statein run � at time � . A point is a pair { � � �W|
consistingof a run � and time � . Let � l { �W| be y ’s local
stateat thepoint { � � ��| ; thatis, if � { �W|Cm@{ � � � � � � � � � | , then� l { �W|�m�� l . A joint protocol is anassignmentof a protocol
for eachplayer; essentially, a joint protocol is a joint strat-
egy. At eachpoint, a joint protocol }� performsa joint ac-
tion { � � { � � { ��| | � � � � � � � { � � { ��| | | , whichchangestheglobal
state. Thus,given an initial global state,a joint protocol }�
generatesa (unique)run, which canbe thoughtof asan ex-
ecutionof }� . The runsin a normal-formgameinvolve only
oneroundandtwo time steps: time 0 (the initial state)and
time 1, after the joint strategy hasbeenexecuted. (We as-
sumethat thepayoff is thenrepresentedin theplayer’s local
stateat time 1.) In an extensive-form game,a run is again
characterizedby thestrategiesused,but now thelengthof the
rundependson thepathof play.

A probabilisticsystemis a tuple �'�dm@{ � � }� | , where� is
asetof runsand }� m@{ � � � � � � � � � | associatesa probablity � l
on therunsof � with eachplayer y . Intuitively, � l represents
player y ’s prior beliefs.In thespecialcasewhere� � m@� � � m



������� , the playershave a commonprior � on � . In this
case,we write just � �W� �� .

We are interestedin the systemcorrespondingto a joint
protocol �� . To determinethissystem,weneedto describethe
settingin which �� is beingexecuted.For our purposes,this
settingcanbemodeledby aset � of globalstates,asubset� �
of � thatdescribesthepossibleinitial globalstates,a set �!�
of possiblejoint actionsateachglobalstate� , and � probabil-
ity measureson � � , onefor eachplayer. Thus,aprobabilistic
context is a tuple � � � �R� � � � � �!�f R�d¡@�R¢ � ��� .3 A joint
protocol �� is appropriate for sucha context � if, for every
globalstate� , thejoint actionsthat �� cangeneratearein �!� .
When �� is appropriatefor � , we abusenotationslightly and
refer to � by specifyingonly the pair � � � � ��� . A protocol ��
anda context � for which �� is appropriategeneratea sys-
tem; thesystemdependson the initial statesandprobability
measuresin � . Sincetheseareall that matter, we typically
simplify thedescriptionof a context by omitting theset � of
globalstatesandthesets�!� of globalactions.Let £f���� � � �
denotethesystemgeneratedby joint protocol �� in context � .
If � � � � � � ��� , then £f���� � � ��� � �W� ���¤ � , where� consistsof
a therun ¥ ¦� for eachinitial state ��2¡§� � , where ¥ ¦� is therun
generatedby �� whenstartedin state �� , and ��¤¨ � ¥ ¦� ���@� ¨ � �� � ,
for © �>ª � « « « � � .

A probabilisticsystem � �W� ���¤ � is compatiblewith a con-
text � � � � � � ��� if (a) every initial statein � � is the initial
stateof somerun in � , (b) every run is therun of somepro-
tocol appropriatefor � , and(c) if ��� �� � is the setof runsin� with initial global state �� , then ��¤¬ � ��� �� � �f�� ¬ � �� � , for® �>ª � « « « � � . Clearly £f� �� � � � is compatiblewith � .

We canthink of the context asdescribingbackgroundin-
formation. In distributed-systemsapplications,the context
also typically includesinformationaboutmessagedelivery.
For example,it maydeterminewhetherall messagessentare
received in oneround,or whetherthey may take up to, say,
five rounds.Moreover, whenthis is not obvious,thecontext
specifieshow actionstransformthe global state;for exam-
ple, it describeswhathappensif in thesamejoint actiontwo
playersattemptto modify thesamememorycell. Sincesuch
issuesdo not arisein thegameswe consider, we ignorethese
facetsof contextshere.For simplicity, we consideronly con-
texts whereeachinitial statecorrespondsto a particularjoint
strategy of ¯ . That is, °C±¨ is a setof local statesfor player ©
indexedby (pure)strategies.Theset °C±¨ canbeviewedasde-
scribing © ’s types;thestate� ² canthethoughtof astheinitial
statewhereplayer © ’s type is suchthathe plays ³ (although
we stressthat this is only intuition; player © doesnot haveto
play ³ at thestate� ² ). Let �±� � °C± ´!µf« « « µW°C±� . We will be
interestedin contextswherethesetof initial globalstatesis a
subset�	� of �±� . In a normal-formgame,theonly movepos-
sible for player © at an initial globalstateis thatof choosing
a purestrategy, sothejoint actionsarejoint strategies;no ac-

3Weareimplicitly assumingthattheglobalstatethatresultsfrom
performingajoint actionin ¶S· attheglobalstatȩ is uniqueandob-
vious;otherwise,suchinformationwouldalsoappearin thecontext,
asin thegeneralframework of [Faginetal., 1995].

tionsarepossibleat latertimes.For anextensive-formgame,
the possiblemovesaredescribedby the gametree. We say
that a context for an extensive-formgameis standard if the
local stateshave the form � � � ¹ � , where � is the initial state
and ¹ is the currentinformationset. In a standardcontext,
anagent’s knowledgeis indeeddescribedby theinformation
set. However, we do not requirea context to be standard.
For example,if anagentis allowedto switchstrategies,then
thelocal statecouldincludethehistoryof strategiesused.In
suchacontext, theagentin thegameof Figure1 wouldknow
morethanjustwhatis in theinformationset,andwouldwant
to switchstrategies.

2.3 Knowledge-Based Programs
A knowledge-basedprogram is a syntacticobject. For our
purposes,wecantakeaknowledge-basedprogramfor player© to havetheform º »�¼

´�½ ¾�¿ ÀWÁ ´º »�¼ Â ½ ¾�¿ ÀWÁ Â« « « �
whereeach

¼ ¬ is a Booleancombinationof formulasof the
form Ã ¨ Ä , in whichthe Ä ’scanhavenestedoccurrencesof Ã�Å
operatorsand counterfactualimplications. We assumethat
thetests

¼
´ �
¼ Â � « « « aremutuallyexclusiveandexhaustive,so

that exactly onewill evaluateto true in any given instance.
TheprogramÆ'Ç ±¨ canbewritten in this form by simply re-
placing the

» È	É
« « «�Ê

È
statementby oneline for eachpure

strategy in Ë ¨ � ¯ � ; similarly for Æ'Ç ±¨ .
Wewantto associateaprotocolwith akb program.Unfor-

tunately, we cannot“execute”a kb programaswe cana pro-
tocol. How thekb programexecutesdependson theoutcome
of tests

¼ ¬ . Sincethetestsinvolvebeliefsandcounterfactuals,
we needto interpretthemwith respectto a system.Theidea
is thata kb program Ì Í ¨ for player © anda probabilisticsys-
tem Î'Ë togetherdeterminea protocol

�
for player © . Rather

than giving the generaldefinitions(which can be found in
[HalpernandMoses,2004]), we just show how they work in
thekb programthatwe considerin this paper:Æ!Ç .

Givena systemÎ'Ë � � �W� ��� , we associatewith eachfor-
mula Ä aset Ï Ï ÄÐ Ð ÑÒ of pointsin Î'Ë . Intuitively, Ï Ï ÄÐ Ð ÑÒ is the
setof pointsof Î'Ë wherethe formula

Ä
is true. We needa

little notation:Ó If Ô is a setof points in Î'Ë , let ��� Ô � denotethe set
of runsgoingthroughpointsin Ô ; that is ��� Ô ��� � ¥0 Õ Ö � � ¥ � Ö � ¡WÔ � ¢ .Ó Let × ¨ � ¥ � Ö � denotethe setof pointsthat © cannotdis-
tinguishfrom � ¥ � Ö � : × ¨ � ¥ � Ö �R� � � ¥ ¤ � Ö ¤ �   � ¥ ¤¨ � Ö ¤ ���¥ ¨ � Ö � ¢ . Roughlyspeaking,× ¨ � ¥ � Ö � correspondsto © ’s
informationsetat thepoint � ¥ � Ö � .Ó Given a point � ¥ � Ö � anda player © , let ��Ø ¨ Ù Ú Ù Û�Ü be the
probabilitymeasurethatresultsfrom conditioning� ¨ on× ¨ � ¥ � Ö � , © ’s informationat � ¥ � Ö � . We cannotcondi-
tion on × ¨ � ¥ � Ö � directly: � ¨ is a probability measure
on runs, and × ¨ � ¥ � Ö � is a setof points. So we actu-
ally condition,noton × ¨ � ¥ � Ö � , but on ��� × ¨ � ¥ � Ö � � , the
setof runsgoing throughthepointsin × ¨ � ¥ � Ö � . Thus,



Ý�Þ ß à ß ávâãÝ ÞCä å�æ ç Þ æ è é êWë ë . (For thepurposesof thisab-
stract,wedonotspecify Ý�Þ ß à ß á if Ý�Þ æ å�æ ç Þ æ è é êWë ë ë âãì .
It turnsout not to berelevantto ourdiscussion.)

The kb programswe considerin this paperusea limited
collection of formulas. We now can define í í îï ï ðñ for the
formulasweconsiderthatdo not involvecounterfactuals.ò í í ó ô Þ æ õ ë ï ï ðñ is thesetof points

æ è é êWë
of öS÷ at which ø

performsaction
õ
.ò Player ø believes a formula î at a point

æ è é ê�ë
if the

event correspondingto formula î hasprobability 1 ac-
cording to Ý�Þ ß à ß á . That is,

æ è é êWëúù í í û Þ îï ï ðñ ifÝ�Þ æ å�æ ç Þ æ è é êWë ë2üâ@ì (so thatconditioningon
ç Þ æ è é ê�ë

is defined)and Ý�Þ ß à ß á æ í í îï ï ðñ2ý ç Þ æ è é êWë ë â>þ .ò With every run
è

in thesystemswe consider, we canas-
sociatethe joint (pure)strategy ÿ� usedin

è
.4 This pure

strategy determinesthehistoryin thegame,andthusde-
terminesplayer ø ’s utility. Thus,we canassociatewith
every point

æ è é êWë
player ø ’s expectedutility at

æ è é ê�ë
,

wheretheexpectationis takenwith respectto theprob-
ability Ý�Þ ß à ß á . If � is a realnumber, then í í ��� Þ�â �	ï ï ðñ
is thesetof pointswhereplayer ø ’sexpectedutility is � ;í í ��� Þ�� �	ï ï ðñ is definedsimilarly.ò Assume that î æ �	ë has no occurrencesof � . Thení í � � î æ ��ë ë ï ï ðñ â ý�	 
 � �Wí í î�í �� � ï ï ï ðñ , where î�í �� � ï is
the result of replacingall occurrencesof

�
in î by

�
.

Thatis, � � is just universalquantificationover
�
, where�

rangesover thereals.This quantificationarisesfor us
when

�
representsautility, sothat � � î æ ��ë is sayingthatî holdsfor all choicesof utility.

We now give thesemanticsof formulasinvolving counter-
factuals.Hereweconsideronly a restrictedclassof suchfor-
mulas,thosewherethecounterfactualonly occursin theformó ô Þ æ � ë�� î , which shouldbereadas“if ø wereto do move�
, then î would be true”. Intuitively, ó ô Þ æ � ë�� î is true

at a point
æ è é êWë

if î holds in the “closest” point to
æ è é ê�ë

where ó ô Þ æ � ë holds. What this closestpoint is dependson
whetherwe considernormal-formgamesor extensive-form
games. In a normal form game,

�
is a strategy. In that

case, ó ô Þ æ � ë�� î is true at
æ è é êWë

if î is true at the pointæ è � é êWë
where,in run

è �
, player ø usesstrategy

�
andall the

otherplayersusethe sameIn an extensive-form game,
�

is
a move at an information set. The closestpoint to

æ è é ê�ë
where ó ô Þ æ õ ë is true (assumingthat

õ
is an actionthat ø can

performin the local state
è Þ æ êWë ) is the point

æ è � é ê�ë
where

all playersother than player ø usethe sameprotocol in
è �

and
è
, and ø ’s protocol in

è �
agreeswith ø ’s protocol in

è
except at the local state

è Þ æ ê�ë , ø doesmove
õ
. Thus,

è �
is the run that resultsfrom player ø makinga single devia-
tion (to

õ
at time

ê
) from the protocol sheusesin

è
, and

all other playersuse the sameprotocol as in
è
. (This can

be viewed asan instanceof the generalsemanticsfor coun-
terfactualsusedin the philosophyliterature [Lewis, 1973;

4If we allow playersto changestrategiesduring a run, thenwe
will in generalhave differentjoint strategiesat eachpoint in a run.
For our theoremsin thenext section,we restrictto contexts where
playersdo notchangestrategies.

Stalnaker, 1968] where� � î is takento betrueataworld �
if î is trueat all theworlds � � closestto � where� is true.)
Of course,if ø actuallydoes

�
in run

è
, then

è � â è .
Thereis a problemwith this approach.Thereis no guar-

anteethat, in general,sucha closestpoint
æ è � é ê�ë

exists in
thesystemöS÷ . To dealwith this problem,we restrictatten-
tion to a classof systemswherethis point is guaranteedto
exist. A system

æ åWé ÿÝ ë is completewith respectto context �
if
å

includesevery run generatedby a protocolappropriate
for context � . In completesystems,theclosestpoint

æ è � é ê�ë
is guaranteedto exist. For the remainderof the paper, we
evaluateformulasonly with respectto completesystems.In
a completesystemö'÷ , we define í í ó ô Þ æ � ë�� îï ï ðñ to consist
of all the points

æ è é êWë
suchthat the closestpoint

æ è � é ê�ë
toæ è é ê�ë

where ø does
�

is in í í îï ï ðñ . We saythat a complete
system

æ å�� é ÿÝ � ë extends
æ åWé ÿÝ ë if Ý�� and Ý �� agreeon

å
(so

that Ý �� æ �Së âãÝ�� æ �Së ) for all
���§å

) for � âvþ é    é ! .
Sinceeachformula " thatappearsasatestin akb program#�$ Þ for player ø is a Booleancombinationof formulasof the

form û Þ î , it is easyto checkthat if
æ è é ê�ëWù í í " ï ï ðñ , thenç Þ æ è é êWë%� í í " ï ï ðñ . In otherwords, the truth of " depends

only on ø ’s local state.Moreover, sincethetestsaremutually
exclusive andexhaustive, exactly oneof themholdsin each
local state.Given a systemö'÷ , we take the protocol

#�$ ðñÞ
to besuchthat

#�$ ðñÞ æ & ë â õ � if, for somepoint
æ è é êWë

in ö'÷
with

è Þ æ êWë â & , we have
æ è é ê�ë�ù í í " � ï ï ðñ . Since "�' é "�( é    

are mutually exclusive andexhaustive, thereis exactly one
action

õ � with thisproperty.
We aremainly interestedin protocolsthat implementa kb

program. Intuitively, a joint protocol ÿ) implementsa kb
program ÿ# $ in context � if ÿ) performsthe sameactionsasÿ#�$ in all runsof ÿ) that have positive probability, assuming
that the knowledgetestsin ÿ# $ are interpretedwith respect
to the completesystem öS÷ extending * æ ÿ) é � ë . Formally,
a joint protocol ÿ) (de facto) implementsa joint kb programÿ#�$ [HalpernandMoses,2004] in a context � â æ + , é ÿÝ ë if) Þ æ & ë â # $ ðñÞ æ & ë for every local state

& â è Þ æ êWë suchthatè0ù * æ ÿ) é � ë and Ý�Þ æ è ë!üâ>ì , where ö'÷ is thecompletesys-
tem extending * æ ÿ) é � ë . We remarkthat, in general,there
maynot beany joint protocolsthat implementa kb program
in a givencontext, theremaybeexactly one,or theremaybe
morethanone(see[Fagin et al., 1995] for examples).This
is somewhatanalogousto the fact that theremaynot beany
equilibriumof a gamefor somenotionsof equilibrium,there
maybeone,or theremaybemorethanone.

3 The Main Results

We startby consideringgamesin normalform. Fix agame-
in normalform. Let

)/. 0Þ betheprotocolthat, in initial state1 2 ù43�5Þ , choosesstrategy
�

; let ÿ) . 0 â æ )�. 0' é    é ) . 06 ë .
Let 7 8�9;:<8 Þ be the randomvariableon initial global states
that associateswith an initial global state 1 player ø ’s strat-
egy in

è
. As we said, Nashequilibrium arisesin contexts

with a commonprior. Supposethat � â æ + , é Ý ë is a con-
text with a commonprior. the mixed joint strategy ÿ� If



=>
is a joint mixed strategy, then it determinesa unique

probability? measure@/AB on pure joint strategies; note thatC D�E;F<DHG I J J J I C D�E;F<D�K
areindependentwith respectto @/AB .

Conversely, if
C D�EHFLD/G I J J J I C D�E;F<D�K

areindependentwith
respectto @ , then @ determinesa uniquemixedstrategy

=>�M
.

Theorem 3.1: If thejoint strategy
=>

is a Nashequilibriumof
thegameN , then

=O�P Q
implements

=>
in thecontext R SLTU I @ AB�V .

Conversely, if @ is commonprior probability measure on SLTU
such that

C D�E;F<DHG I J J J I C D�EHFLD�K
are independentwith re-

spectto @ and
=O/P Q

implementsW�X T in thecontext R SLTU I @ V ,
then
> AM is a Nashequilibrium.

Proof: Supposethat
=>

is a (possiblymixed strategy) Nash
equilibriumof thegameN . To seethat

=O/P Q
implementsW�X T

in the context Y[Z\R SLTU I @ AB�V , let ]^Z`_ a R b V be a local state

suchthat _�ZdceR =O/P Q I Y V and @�R _ VgfZ\b . If ]eZ\h i , thenO P Qa R ] V Zkj , so j must be in the supportof
> a . Thus,

j mustbe a bestresponseto
=>Ll a , the joint strategy where

eachplayer m fZdn plays its componentof
=>
. Since n uses

strategy j in _ , the formula o;a R p q a R j�r V V holdsat R _ I b V if fj r Zdj . Moreover, since j is a bestresponse,if s is n ’s
expectedutility with the joint strategy

=>
, then for all j;r ,

the formula p q a R j;r Vgt R u�v;aew`s V holds at R _ I b V . Thus,R W/X Ta V xLy R ] V Zzj , where {/| is the completesystemex-
tendingceR =O/P Q I Y V . It follows that

=O�P Q
implementsW�X T .

For theconverse,supposethat @ is a commonprior proba-
bility measureon SLTU , C D�EHFLDHG I J J J I C D�EHFLD;K areindepen-
dentwith respectto @ , and

=O/P Q
implementsW�X T in thecon-

text Y}Z`R SLTU I @ V . We want to show that
=>�M

is a Nashequi-
librium. It sufficesto show that eachpurestrategy j in the
supportof R >�M V a is a bestresponseto

=>Ll a . Since @ is com-
patiblewith

=>�M
, theremustbearun _ suchthat @�R _ V�~ b and

_ a R b V Z�h i (i.e., player n choosesj in run _ ). It since
=O�P Q

implementsW/X T , andin thecontext Y , W/X T ensuresthatno
deviationfrom j canimprove n ’sexpectedutility with respect
to R >�M V l a , it follows that j is indeeda bestresponse.

As is well known, playerscan sometimesachieve better
outcomesthan a Nashequilibrium if they have accessto a
helpful mediator. Considerthe simple 2-player gamede-
scribedin Figure2, whereAlice, therow player, mustchoose
betweentop andbottom( j and o ), while Bob, the column
player, mustchoosebetweenleft andright ( � and � ):

���j R � I � V R � I � Vo R � I � V R b I b V
Figure2: A simple2-playergame.

It is not hardto checkthat the bestNashequilibrium for
this gamehasAlice randomizingbetweenj and o , andBob
randomizingbetween� and � ; this giveseachof themex-
pectedutility 2. They cando betterwith a trustedmediator,
who makes a recommendationby choosingat randombe-

tween R j I � V , R j I � V , and R o I � V . This giveseachof them
expectedutility � � � . This is a correlatedequilibrium since,
for example,if the mediatorchoosesR j I � V , andthussends
recommendationj to Alice and � to Bob, thenAlice con-
sidersit equallylikely that Bob wastold � and � , andthus
hasno incentiveto deviate;similarly, Bobhasno incentiveto
deviate. In general,a distribution @ overpurejoint strategies
is a correlatedequilibrium if playerscannotdo better than
following a mediator’s recommendationif a mediatormakes
recommendationsaccordingto @ . (Note that, as in our ex-
ample,if amediatorchoosesa joint strategy R >LG I J J J I >�K V ac-
cordingto @ , themediatorrecommends

> a to player n ; playern is not told thejoint strategy.) We omit theformal definition
of correlatedequilibrium(dueto Aumman[1974]) here;how-
ever, we stressthata correlatedequilibrium is a distribution
over (pure)joint strategies. We caneasilycapturecorrelated
equilibriumusing W/X .

Theorem 3.2: Thedistribution @ on joint strategiesis a cor-
relatedequilibrium of the game N iff

=O�P Q
implementsW/X T

in thecontext R SLTU I @ V .
Thus, if

=O/P Q
implements W�X T in context R SLTU I @ V andC D�EHFLD/G I J J J I C D�EHFLD;K

are independentwith respectto @ ,
thenthejoint strategy

=>
with which @ is compatibleis aNash

equilibrium; if
C D�E;F<DHG I J J J I C D�EHFLD�K

arenot independent
with respectto @ , then @ is still a correlatedequilibrium.

Both Nashequilibrium andcorrelatedequilibriumrequire
acommonprior onruns.By droppingthisassumption,weget
anotherstandardsolution concept: rationalizability [Bern-
heim, 1984;Pearce,1984]. Intuitively, a strategy for playern is rationalizableif it is a bestresponseto somebeliefsthat
player n mayhave aboutthe strategiesthat otherplayersare
following, assumingthat thesestrategiesarethemselvesbest
responsesto beliefsthat the otherplayershave aboutstrate-
gies that other playersare following, and so on. To make
this precise,we needa little notation. Let | l a�Z`��� �� a |�� .
Let s�a R => V denoteplayer n ’s utility if the strategy tuple

=>
is

played. We describeplayer n ’s beliefsaboutwhat strategies
the other playersare using by a probability @�a on | l a . A
strategy

>
for player n is a bestresponseto beliefsdescribed

by a probability @�a on | l a R N V if ��AiL� y � � s�a R ><I
=j V @�a R =j V��

��Ai � y � � s�a R > r I
=j V @�a R =j V for all

> rL��|�a . Following Osborne
andRubinstein[1994], we saythata strategy

>
for player n

in game N is rationalizableif, for eachplayer m , thereis a
set �L���[|�� R N V and,for eachstrategy j����L� , a probability
measure@�� � i on | l � R N V whosesupportis � l � suchthat� > ���<a ; and� for eachplayer m andstrategy j`���L� , j is a bestre-

sponseto thebeliefs @�� � i .

For easeof exposition,we consideronly pure rationaliz-
ablestrategies. This is essentiallywithout lossof generality.
It is easyto seethata mixedstrategy

>
for player n is a best

responseto somebeliefs @�a of player n if f eachpurestrategy
in the supportof

>
is a bestresponseto @�a . Moreover, we

canassumewithout lossof generalitythat the supportof @�a
consistsof only purejoint strategies.



Theorem 3.3: A purestrategy � for player � is rationalizable
iff ther� e exist probability measures �<� � � � � � ��� , a set   ¡}¢ L£¡ , and a state ¤¥}¦   ¡ such that §/¨ ©ª4« ¥ ª ¬� � and ¤§ ¨ ©
implements®�¯ £ in thecontext «   ¡ � ¤� ¬ .
Proof: First, supposethat ¤§ ¨ © implements®/¯ £ in context«  �¡ � ¤� ¬ . We show thatfor eachstate ¤¥/¦   ¡ andplayer � , the
strategy ��°± ² ª  ¤§�¨ ©ª « ¥ ª ¬ is rationalizable.Let ³ ª;`´ ��°± ² ª�µ¤¥�¦   ¡ ¶ . For � ¦ ³ ª , let · « � ¬�¸´ ¤¥�¦  �¡ µ ¥ ª� ¥ ¹ ¶ ; that
is, · « � ¬ consistsconsistsof all initial global stateswhere
player � ’s localstateis ¥ ¹ ; let � ª ² ¹  � ª « º�» · « � ¬ ¬ (underthe
obviousidentificationof globalstatesin  �¡ with joint strate-
gies). Since ¤§ ¨ © implements®�¯ £ , it easily follows that �
bestresponseto � ª ² ¹ . Hence,all thestrategiesin ³ ª areratio-
nalizable,asdesired.

For the converse,let ³ ª consistof all the purerationaliz-
ablestrategiesfor player � . It follows from the definition of
rationalizability that, for eachstrategy � ¦ ³ ª , thereexists
a probability measure� ª ² ¹ on ³�¼ ª suchthat � is a bestre-
sponseto � ª ² ¹ . For a set ³ of strategies,we denoteby ½³ the
set ´ ¥ ¾ µ ¿ ¦ ³/¶ . Set   ¡  ½³���À^� � � À ½³�� , andchoosesome
measure� ª on   ¡ suchthat � ª « ºL» · « � ¬ ¬� � ª ² ¹ for all � ¦³ ª . (We cantake � ªHÂÁ ¹ Ã Ä Å Æ ¹ � ª ² ¹ , where Æ ¹}¦ « Ç � È ¬
and Á ¹ Ã Ä Å Æ ¹  È .) Recallthat §/¨ ©ª¸« ¥ ¹ ¬� � for all states¥ ¹ . It immediatelyfollows that,for every rationalizablejoint
strategy ¤�  « �L� � � � � � ��� ¬ , both ¤¥  « ¥ ¹ É � � � � � ¥ ¹ Ê ¬ ¦   ¡ ,
and ¤�  ¤§ ¨ © « ¤¥ ¬ . Sincethe statesin   ¡ all correspondto
rationalizablestrategies, andby definition of rationalizabil-
ity each(individual) strategy � ª is a bestresponseto � ª ² ¹ ,
it is easyto checkthat ¤§ ¨ © implements®�¯ £ in the context«   £¡ � ¤� ¬ , asdesired.

We remarkthatOsborneandRubinstein’sdefinitionof ra-
tionalizabilityallows ��Ë ² ¾ to besuchthat Ì believesthatother
players’ strategy choicesare correlated. In mostof the lit-
erature,playersare assumedto believe that other players’
choicesaremadeindependently. If we addthatrequirement,
thenwemustimposethesamerequirementontheprobability
measures�<� � � � � � ��� in Theorem3.3.

A numberof refinementsof Nashequilibrium have been
consideredin normal-formgames. Here we show this ap-
proachcancaptureperhapsthe best-known one,(trembling-
hand)perfectequilibrium [Selten,1975]. Our resultdepends
on a recentcharacterizationof perfectequilibrium[Halpern,
2006] that usesnonstandardprobabilities,which canassign
infinitesimal probabilitiesto initial states(i.e., joint strate-
gies). This characterizationsaysthat ¤Í is a perfectequilib-
rium if thereexistsajoint strategy ¤Í�Î consistingof completely
mixedstrategiesthatusenonstandardprobability (so that Í�Îª
assignspositive, althoughpossiblyinfinitesimal probability
to eachactionat every informationset)suchthat Í�Îª differs
infinitesimally from Í ª and Í ª is a bestresponseto Í�Î¼ ª . By
assumingthateveryjoint strategy getspositive(althoughpos-
sibly infinitesimal)probability, we cancaptureSelten’s intu-
tion for trembling-handequilibrium without usingconsider-
ing sequencesof strategy profiles,asSeltendoes.

It is well known thatto everyrealnumberÏ , thereis aclos-
eststandardreal numberdenotedst « Ï ¬ , andread“the stan-

dardpartof Ï ”: » Ï/Ð st « Ï ¬ » is aninfinitesimal.Givena non-
standardprobability measureÑ , we candefinethe standard
probability measurest « Ñ ¬ by taking st « Ñ ¬ « Ò ¬� st « Ñ « Ò ¬ ¬ .
Whendealingwith nonstandardprobabilities,we generalize
the definition of implementationby ¤§ performsthe same

actionsas ¤Ó�Ô ÕLÖ in all runs Ï of ¤§ such that st « Ñ ¬ « Ï ¬}×Ç . (Note that this does not changethe definition of im-
plementationwhen dealingwith standardprobabilities.) IfØ Ù�ÚHÛLÙ � � � � � � Ø Ù�ÚHÛLÙ � are independentwith respectto Ñ ,
then Ñ determinesa unique(standard)joint mixed strategy¤� stÜ Ý Þ . However, givena standardjoint strategy ¤� , theremay

bea numberof nonstandardstrategiessuchthat ¤�  ¤� stÜ Ý Þ .
Moreover, evenif ¤�  ¤� stÜ Ý Þ , it doesnot necessarilyfollow
that
Ø Ù�ÚHÛLÙ � � � � � � Ø Ù�ÚHÛLÙ � areindependentwith respecttoÑ .5

Theorem 3.4: If the joint strategy ¤� is a perfect equilib-
rium of the game ß , then there exists a nonstandard prob-
ability measure Ñ that givespositiveprobability to all ini-
tial statessuch that

Ø Ù�ÚHÛLÙ � � � � � � Ø Ù�Ú;Û<Ù � areindependent
with respectto Ñ , ¤�  ¤� stÜ Ý Þ , and ¤§ ¨ © implements®�¯ in«  L£¡ � Ñ ¬ . Conversely, if Ñ is commonprior probability mea-
sure on  L£¡ that givespositiveprobability to all initial states,Ø Ù�ÚHÛLÙ � � � � � � Ø Ù�ÚHÛLÙ � are independentwith respectto Ñ ,
and ¤§ ¨ © implements®�¯ £ in thecontext «  L£¡ � Ñ ¬ , then ¤� stÜ Ý Þ
is a perfectequilibrium.

This is againverysimilar in spirit to Theorem3.1.Thekey
differenceis the useof a nonstandardprobability measure.
Intuitively, this forces ¤� to be a bestresponseeven in the
presenceof “trembles”.

We now considerextensive-formgames.Here,theform of
the local stateandhow it changesover time becomesmore
significant. We focus for now on perhapsthe best-known
solutionconceptsfor extensive-formgames,perfectequilib-
rium andsequentialequilibrium [KrepsandWilson, 1982].
Both of thesesolutionconceptsapplyonly to gamesof per-
fect recall. In thesegames,it is theplayerswho have perfect
recall.To capturethis,wework in standardcontexts. Thus,a
local statenow hastheform « ¥ ¹ � à ¬ , where � is a purestrat-
egy and à is an informationset. Thatmeans,intuitively, that
in an informationset à , a playerwill know that the informa-
tion setis à , andwill alsoknow his strategy, or, moreaccu-
rately, thestrategy thatheis supposedto beusing(sincethat
is encodedin theinitial state).®�¯ charcterizesperfectequi-
librium andsequentialequilibrium in extensive-formgames
of perfectrecall, provided we restrict to standardcontexts.
Let §%á ©ª betheprotocolthat,in astate« ¥ ¹ � à ¬ , doesthemove� « à ¬ .

We cancharacterizeperfectequilibriumin extensive-form
gamesof perfectrecall thesameway we did in normal-form
games;we simply replace ¤§ ¨ © in Theorem3.4 with ¤§ á © .
However, aswe said,we do needtoassumethatcontexts are
standard.

5They are“almostindependent”in thesensethatthey theproba-
bility of â choosingstrategy ã andä choosingstrategy ã�å differsonly
infinitesimally from theproductof theprobability that â choosesã
andtheprobabilitythat ä choosesã�å .



Theorem 3.5 : If the joint strategy æç is a perfect equi-
libriumè of a game é of perfect recall in extensiveform,
then there exists a nonstandard probability measure ê that
gives positive probability to all initial states such thatë ì�í;î<ìHï ð ñ ñ ñ ð ë ì�í;î<ì�ò

are independentwith respectto ê ,æçeó æç stô õ ö , and æ÷%ø ù implementsú/û in thestandard contextü ýLþÿ ð ê � . Conversely, if ê is commonprior probability mea-
sure on

ý þÿ that givespositiveprobability to all initial states,ë ì�í;î<ìHï ð ñ ñ ñ ð ë ì�í;î<ì�ò
are independentwith respectto ê ,

and æ÷%ø ù implementsú�û þ in the standard context
ü ýLþÿ ð ê � ,

then æç stô õ ö is a perfectequilibrium.

We next characterizesequentialequilibrium in terms ofú�û . We againdependon Halpern’s [2006] characterization
of sequentialequilibriumusingnonstandardprobability. The
only differencebetweensequentialequilibrium and perfect
equilibrium in this characerizationis that with perfectequi-
librium ��� mustbeabestresponseto ���� � , while with sequen-
tial equilibrium, it mustjust bean � -bestresponse,for some
infinitesimal � . To capturethis difference,whendealingwith
sequentialequilibrium,theexpression“ �
	�� ó� ” in ú/û þ is
interpretedas“the standardpart of � ’s expectedutility is

�
”

Thatis, whendealingwith perfectequilibrium,
�

rangesover
thenonstandardreals;whendealingwith sequentialequilib-
rium,

�
rangesoverthestandardreals.Theeffectof interpret-

ing “ ����� ó�� ” as“the standardpartof � ’s expectedutility is�
” is thatweignoreinfinitesimaldifferences.Thus,for exam-

ple, the move madeby a strategy æ÷ ø ù� ü æ� ÿ � at an information
set � mightnotbeabestresponseto thedistributionof moves
madeby theremainingplayersat � ; it may just bean � -best
responsefor someinfinitesimal � .
Theorem 3.6: If é is an extensive-formgamewith perfect
recall and there is a belief system� such that

ü æç�ð ��� is a
sequentialequilibrium of é , thenthere existsa nonstandard
measure ê on

ýLþÿ compatiblewith æç that givespositive(al-
thoughpossiblyinfinitesimal)probability to all initial states
such that

ë ì�í;î<ìHï ð ñ ñ ñ ð ë ì�íHîLì�ò
are independentwith re-

spectto ê and æ÷�ø ù implementsú�û þ in thestandard contextü ýLþÿ ð ê � . Conversely, if ê is commonprior probability mea-
sure on

ýLþÿ that givespositiveprobability to all initial states,ë ì�í;î<ìHï ð ñ ñ ñ ð ë ì�í;î<ì�ò
are independentwith respectto ê ,

and æ÷%ø ù de facto implementsú/û þ in the context
ü ýLþÿ ð ê � ,

thenthere is a beliefsystem� such that
ü æç�ð ��� is a sequential

equilibrium,where æç is theuniquejoint strategy compatible
with ê .
4 Conclusions
We have shown how a numberof different solution con-
ceptsfrom gametheorycanbe capturedby essentiallyone
knowledge-basedprogram,whichcomesin two variants:one
appropriatefor normal-formgamesand one for extensive-
form games.Thedifferencesbetweenthesesolutionconcepts
is capturedby changesin thecontext in which thegamesare
played:whetherplayershaveacommonprior (for Nashequi-
librium, correlatedequilibrium,perfectequilibrium, andse-
quentialequilibrium) or not (for rationalizability), whether
strategies are chosenindependently(for Nashequilibrium,

perfectequilibrium,andsequentialequilibrium,andrational-
izability) or not (for correlatedequilibrium); and whether
uncertaintyis representedusinga standardor nonstandard
probabilitymeasure.

Ourresultscanbeviewedasshowing thateachof theseso-
lution conceptssccanbe characterizedin termsof common
knowledgeof rationality (sincethe kb programsú/û þ andú�û þ embodyrationality, and we are interestedin systems
“generated”by theseprogram,sothat rationalityholdsat all
states),andcommonknowledgeof someotherfeatures�
� �
capturedby the context appropriatefor sc (e.g., that strate-
gies are chosenindependentlyor that the prior). Roughly
speaking,our resultssay that if �
� � is commonknowledge
in a system,thencommonknowledgeof rationality implies
thatthestrategiesusedmustsatisfysolutionconceptsc; con-
versely, if a joint strategy æç satisfiessc, thenthereis a sys-
temwhere��� � is commonknowledge,rationalityis common
knowledge,and æç is beingplayedatsomestate.Resultssim-
ilar in spirit have beenprovedfor rationalizability[Branden-
burgerandDekel, 187] andcorrelatedequilibrium[Aumann,
1987]. Our approachallows us to unify andextendthese
resultsand,assuggestedin the introduction,appliesevento
settingswherethe gameis not commonknowledge,in set-
tingswhereuncertaintyis not representedby probability, and
(in thecaseof extensive-formgames)wherethegameis not
oneof perfectrecall.

Indeed,considerthegameof Figure1 again.It is not hard
to show that

÷ ø ù
implements� in the standardcontext that

givesprobability 1 to the statewherethe playerplays � . In
this context, ��� is not a strategy, sincetheplayermustmake
thesamemoveatbothnodesin theinformationset.However,
supposewechangethesetof statessothatthecankeeptrack
of hiscurrentstrategy heis usingin his local state.Whenus-
ing thestrategy of playing � atboth

�Lï
and

���
, but switching

from � to ��� at
���

, hislocalstateat
� �

wouldbe
ü � ð � ��� ð �� ! � ,

while his local stateat
�  

would be
ü ��� ð � � � ð �� ! � ; thatis, he

hasdifferentlocal statesat
���

and
�� 

. Thus,eventhough
���

and
�  

aresupposedto be are in the sameinformationset,
theplayercandistinguishthesenodes.(Thisobservationwas
originally madein [Halpern,1997].) Let " be the strategy
of switching from � to ��� at

�
. It is not hard to show that÷%ø ù

implements" in the (nonstandard)context that allows
local stateswherethe agentkeepstrack of strategy changes
andwherethestatewheretheplayerplays " getsprobability
1. (This discussionis basicallya reformulationof thepoints
madeby Halpern[1997] in theframework of this of this pa-
per.)

As this exampleshows, as long as we usethe appropri-
ate context, whetheror not we have perfectrecall, this ap-
proachgivesthe“right” answer. Webelievethattheapproach
capturesthe essenceof the intuition that a solutionconcept
shouldembodycommonknowledgeof rationality.
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Extensive gameswith possibly unaware players. In
Proc. Fifth International Joint Conf. on Autonomous
AgentsandMultiagentSystems, pages744–751,2006.

[Halpern,1997] J. Y. Halpern. On ambiguitiesin the inter-
pretationof gametrees. GamesandEconomicBehavior,
20:66–96,1997.

[Halpern,2001] J. Y. Halpern. Substantive rationality and
backward induction. Gamesand EconomicBehavior,
37:425–435,2001.

[Halpern,2006] J. Y. Halpern. A nonstandardcharacteri-
zation of sequentialequilibriu, perfectequilibrium, and
properequilibrium. Unpublishedmanuscript,2006.

[KrepsandWilson,1982] D. M. Kreps and R. B. Wilson.
Sequentialequilibria. Econometrica, 50:863–894,1982.

[Lewis, 1973] D. K. Lewis. Counterfactuals. HarvardUni-
versityPress,1973.

[OsborneandRubinstein,1994] M. J. Osborneand A. Ru-
binstein.A Coursein GameTheory. MIT Press,1994.

[Pearce,1984] D. G. Pearce. Rationalizablestrategic be-
havior and the problem of perfection. Econometrica,
52(4):1029–1050, 1984.

[PiccioneandRubinstein,1997] M. PiccioneandA. Rubin-
stein. On theinterpretationof decisionproblemswith im-
perfectrecall. Gamesand EconomicBehavior, 20(1):3–
24,1997.

[Samet,1996] D. Samet. Hypothetical knowledge and
gameswith perfectinformation.GamesandEconomicBe-
havior, 17:230–251,1996.

[Selten,1975] R. Selten. Reexaminationof the perfectness
conceptfor equilibriumpointsin extensive games.Inter-
nationalJournalof GameTheory, 4:25–55,1975.

[Stalnaker, 1968] R. C. Stalnaker. A semanticanalysisof
conditionallogic. In N. Rescher, editor, Studiesin Logical
Theory, pages98–112.OxfordUniversityPress,1968.


